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Ṁi (a) = Fi (M), for all actions a and individual i in the population, where M denotes the vector

collecting the motivations of all actions and individuals in the population. Hence, eqs. 2.10–2.12

define a bona fide autonomous system of differential equations.

Eq. 2.11 shows that the deterministic approximation rests on the “average game” with payoffs

given by ⇡̄i (a,a�i ), i.e., a game where each payoff matrix entry (eq. 2.12) is a weighted average of

the corresponding entries of the stage games over the distribution of environmental states µ(!).

Hence, if one wants to consider a situation where the stage game fluctuates, one does not need

to specify a series of stage games, but only the average game resulting from taking the weighted

average of the payoffs of the original stage games.

Differential equations for action play probabilities

Using the logit choice rule (eq. 2.6) and the dynamics of motivations (eq. 2.10), we can derive

a differential equation for the choice probability for each action a of individual i

ṗi (a) = pi (a)
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(Appendix A.1, eqs. A.13–A.20). Because R̄i (a) depends on the action play probabilities, eq. 2.13

also defines a bona fide autonomous system of differential equations, but this time directly for

the dynamics of action. The first term in brackets in eq. 2.13 describes a perturbation to the

choice probability. This represents the exploration of action by individual i (it is an analogue

of mutation in evolutionary biology), and brings the dynamics back into the interior of the

state space if it gets too close to the boundary. The second term in the brackets takes the same

form as the replicator equation (Hofbauer and Sigmund, 1998; Tuyls et al., 2003); that is, if the

expected reinforcement, R̄i (a), to action a is higher than the average expected reinforcement,
P

k R̄i (k)pi (k), then the probability of expressing action a increases.

Eq. 2.13 is the “final” point of the stochastic approximation applied to our model. We now

have a system of differential equations [of dimension N⇥(m�1)], which describes the ontogeny

of behavior of the individuals in the population. Standard results from stochastic approximation

theory guarantee that the original stochastic dynamics (eqs. 2.1–2.4) asymptotically follows very

closely the deterministic path of the differential equation 2.13. For instance, if the limit set of

eq. 2.13 consists of isolated equilibria, the stochastic process (eqs. 2.1–2.4) will converge to one

of these equilibria almost surely (Benaim, 1999; Borkar, 2008).

More generally, the differential equations for the action probabilities are unlikely to depend


